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Abstract—The bodily movements of a person can be heavily
restricted because of a spinal cord disorder. These disorders could
be a result of various internal or external factors but we believe
that a preliminary diagnostic for the magnitude of the spinal
dysfunction can be determined by the movement of the patient
itself. The behavioural patterns of a person doing specific tasks
with spinal dysfunction varies from someone who does the same
tasks with a healthy back. In this contribution, we demonstrate
that this difference can be generalised and then implemented to
predict the spinal health index of the patients with only but an
input video of them performing predetermined tasks. Our system
features a novel technique of abstracting dynamic heat-map as
the sequential input to the custom LSTM model. Allowing us to
outperform previous techniques by reaching 98.4% validation
accuracy with a realtime computational complexity of ≤11
milliseconds.

Index Terms—Bioengineering, Machine-Learning, Spine Diag-
nostics, Pose estimation, Dynamic Gesture Recognition

I. INTRODUCTION

The spinal cord is responsible for electrochemical commu-
nication where the current travels across the nerves, sending
signals to various parts of the body to establish a connection
with the brain. A healthy spine always has a slight bend
that assimilates the stress from the body movements. Re-
cent studies have shown that spine curvature disorders like
osteoporosis, spondylolisthesis, kyphosis, scoliosis, etc are
increasing day by day in the world affecting the lives of
many people disastrously. These disorders are responsible for
the misalignment of the spinal cord causing it to bend more
than normal. Most common spine disorder symptoms include
swaybacks, pronounced buttock positions, problems in moving
certain ways, a large gap between lower-back and floor when
lying down, bending forward, hump / upper back curve more
than usual, uneven shoulder blades and hip/waist positions,
leaning towards one side, etc. depending on the severity of
the conditions these symptoms vary from person to person.

These disorders if detected at an early stage, have a
higher chance of getting treated through therapy and early

observations of the doctor. Surgeries can be avoided and
in adolescents, back braces can be applied to avoid further
worsening of the back. Various exercise programs, electrical
stimulation therapy, nutrition therapy are known to improve the
spine condition with higher success rates in the early stages.

Gait analysis [13], a study used to identify posture-related
or movement-related problems by analyzing the patient’s leg
movements through walking or running exercises. The pro-
posed system however focuses on back postures and upper
body movements with the help of a camera and no other
external types of equipment are used, therefore, is different
from the gait analysis [13].

In order to detect the spinal dysfunctions existing tech-
nologies rely on X-ray, CT scan and specialized UV tools.
These technologies rely on costly machineries and cannot be
performed in real time. We propose a temporal solution in
order to solve the problem of detecting spinal disorder rather
than image classification. Instead of using images in order to
make inference, we utilize a 5 sec, 30 fps video. Human pose
features throughout the video are used as input features for
getting the results.

Our project’s approach involves Google’s new open-source
project, Mediapipe [12]. Mediapipe [12], being a framework
for building multimedia ML pipelines, contains a variety of
pretrained multimodal(image, audio, video) models with high
accuracy and speed. Blazepose [8], [12] is a pose detection
model from Mediapipe which can track the whole body move-
ment through 33 landmark points. From the body landmark
key points detected by Blazepose [8] model, body posture of
a person can be determined.

We are proposing a method that is based on the body posture
and distorted movements of the back, that are the symptoms
of spinal cord disorders. Utilizing this method we can then
estimate the condition of the spinal cord. The risk factor can
be calculated and accordingly, actions can be taken to prevent
further harm.



II. RELATED WORKS

In order to analyze scoliosis and for spinal canal analysis;
spinal cord detection, spine lumber detection, and spinal canal
estimation and visualization are employed. In all the previous
works spinal cord images are taken from CT scans, ultrasound
black and white images, and X-rays images of the lateral spine
are taken for detection and segmentation. Localization of the
lumbar region and visualization of the ROI is necessary for
the treatment and analysis of scoliosis patients.

The spinal cord detection task is broken down into sub-tasks
like spine end detection and centerline delimitation [1]. like
in paper [1] Object detectors like Alex-Net trained on Image-
net and fine-tuned for detecting cervical vertebra complex,
sacral bone, and background are employed as SpineCNN. It
is trained on a dataset consisting of CT scan images of 392
patients. In order to delimitate centerline, models like VGG16
+ faster RCNN as CordCNN. After detection confidence is
further calculated using mean curve distance of spinal axis and
standard deviation of intestines. Unlike [1] which uses object
detectors on CT scan images CAD detection algorithm [7] is
used in the identification of spine midline, spinous processes,
and inter laminar spaces in [2]. CAD algorithm works on
high-contrast bone images where the bright bone surface is
spinous/epidural space cross-section. The algorithm is used to
map the bone surface to a 3d model of the lumbar segment.

Feature Extraction is used to identify bone structure [3],
[6]. Two different techniques namely triangular analysis [3]
Density-based ellipse-like object detection are proposed. [6]
Focuses on ROI segmentation of lumbar spine region to locate
valley areas using horizontal prediction method. foreground
separation is done using entropy value as a threshold. binarized
image is filtered for noise and triangular analysis is performed
to identify ROI. [3] uses Ellipse-like object detection for
vertebrae centroid detection with reference to facet. Image is
preprocessed using Bi-Histogram Equalization with adaptive
sigmoid functions and the improved image is filtered for noise.
Vertebral objects are detected using the Multi-theta Gabor
filter process and mean range candidate selection is applied to
make point estimation using detected centroid. [3] uses feature
detection techniques on X-ray images of the lateral spine in
order to detect bone fractures and spondylosis. [4] also uses
695 generated spine models from pre-intra-op and post-op X-
ray images.

Unlike other methods, landmarks are annotated by an or-
thopedist, and the model is passed as input to the proposed
STCN (Spatial-Temporal Corrective Network) model [4]. [1]
uses a combination of ResNet and VGG for spine detection,
the STCN uses a full convolution network (FCN) and ResNet-
101 in order to detect extract inter-vertebral disk. FCN is used
to improve predictions. The target of the STCN model is to
capture the varying extent of voxel regions. FC-ResNet and
STCN in combination are used for disk extraction and land-
mark detection. This method was proposed for application in
AVBGM surgery in scoliosis patients. The approaches heavily
depend on object detectors and feature extraction algorithms

in order to localize the lumber area. For feature extraction
foreground separation and histogram-based thresholding is
done finally using the centroid of detected features to draw
the final spinal line.

The system is tested ideally in bright lighting conditions.
Blaze pose used in the system if used in low light conditions
will add abnormalities in the detection. System focuses on
human postures and utilizes only the camera for its application,
and therefore expects the user to be wearing light clothing.
System aspects allow users to perform certain actions which
are not always suitable for the users and may lead to incom-
plete results.

III. PROPOSED WORK

A. System Architecture

Our implemented system, as described in Fig.1, can be
divided into a series of 4 consecutive major steps to find the
estimation of the spine’s health.

The first step overlooks the input of the image sequence
with each image being resized to 1280 ∗ 720 pixels. This
image sequence is extracted from a live video stream or a
pre-recorded saved video. Images extracted in the first step are
stored in a sequence buffer of size N . Each image contains
RGB (Red, Green, and Blue) channels of color information
and is represented in an array of dimensions 1280 ∗ 720 ∗ 3.

Each image array in this buffer has to iteratively feed
into the implementation of BlazePose [8] landmark detection.
BlazePose [8] is a pose landmark estimation pre-trained bi-
nary that is lightweight (≤2 MB) and real-time (≥60 Fps)
while also being extremely accurate with over 94% validation
accuracy on customized coco dataset. Using this model we
are able to estimate the pose locator for our own N number
of data points in the sequence buffer. At a time, a single
image (xt) from the image buffer pool is being pulled over,
predicted upon, and then placed inside another buffer called
landmark buffer. With each prediction, the landmarks of the
image sequence are recorded into the database and optionally
also drawn for the user and displayed as live feedback to
their output screens. For the purpose of BlazePose [8], we
are implementing it from the mediapipe framework [12] as it
also has ≥50 other supplementary functions that further assist
us in post-processing in the coming steps.

Secondly, each vector of predicted landmarks that has been
recorded into the landmark buffer, represents the entirety of the
original 1920*1080*3 dimensional image array from which it
has been derived. The landmarks are a higher abstracted rep-
resentation of the same pixel information that only stores and
records information about the pose within the original image.
This essentially is an advanced form of feature engineering but
done using a deep neural network where all the unnecessary
pixel information irrelevant to the pose is discarded efficiently
with minimum manual effort. The average cost per execution
of this computation is ≤ 48 ms when iterated over ≥ 20,000
images of standard size 1920*1080*3.

Every prediction consists of 33 total landmarks and each
landmark consists of 3 coordinates. Namely, x, y, and z for



Fig. 1. The implemented system architecture for Spinal Dysfunction Risk Estimation

each dimension of the spatial domain. 33 landmarks represent
a specific location on a human body that is visible. Therefore,
in the next step, we can create a method that extracts all the
features from the landmarks that are of confidence ≥ 60% and
place them in a special buffer. This process eliminates ≈ 40%
of all outliers that skew the data and introduce inaccuracies
by ”dirtying” the data.

The total number of images,
∑
x, at a time in the system

can only be ∑
x ≤ N ∗ γ (1)

where γ is the number of sequence buckets in the whole
system and N is the total size of the buffer.

Having all the 3-dimensional data extracted and cleaned,
we can represent them in 3d space and pass it onto a feature
pre-processor engine that flattens them all down to sequential
format for embedding. The pre-processor ensures that all the
input to the custom model matches the input dimensions
correctly and normalizes all the data passing into it using min-
max scaling. The pre-processor acts as a critical part of the
system and with our experiments, we have noticed that with
the pre-processor, our accuracy increases by ≈ 4% - 5%

These data that are fed into the embedding layer of the
custom model, have finally entered the last step that is the
risk detection step of the entire system. Pose feature maps
obtained from the blaze pose include 3D pose coordinates of
the human body, which includes 193 coordinate values. These
values are embedded to form LSTM [6] inputs. The custom
model detects the risk by utilizing the LSTM [6] blocks to

understand the relationship of the landmarks with respect to
time, further detailed in section III-D. And the fully connected
block, along with all its 193 densely connected neurons and
activation functions, abstract the results of the LSTM [6]
blocks and derive at a single-digit estimation for the risk by
the final neuron in the last sequential layer.

The very final output neuron has to pass its prediction
through the ReLU [10] activation function. ReLU [10] is
described as

f(x) =

{
x if x > 0,

0.01x otherwise.
(2)

where ReLU [10] for units ≥0 scale linearly but for values
of x ≤0 scale with a decreased rate.

Using this final output, our implemented model is able to
apply back-propagation and generalize even better as it goes
through more datasets and iterations. And hence provide a
confident, high accuracy of 93.7% accuracy on our validation
set.

B. Gathering Ground Truth Training and Validation set

The strategy we have implemented is to crowdsource the
data collection effort to a wide diversity of people within the
education institution of RGIT, Mumbai University. A set of
closely regulated 150 volunteers have been interviewed and
shortlisted as valid candidates for the purpose of Ground Truth
data generation. ≤30% of the applicant selected identify as
female with the survey while the males constitute the rest



≥70% of the group. ≥97% of the candidates belong to the
category of age group ≤25% while the remaining candidates
average a calculated age of ≈ 43.4 years.

Fig. 2. Sample Inputs landmarks from the candidates

Fig. 2. represents sample inputs gathered from the qualified
candidates after the successful completion of instructions given
to each volunteer. Candidates were asked to record themselves
doing 3 sets of pre-determined exercises while being in full
view of the recording camera. Candidates were urged to ensure
that the video is of sufficient quality of 1280*720 pixels
resolution minimum.

The 3 exercises comprised of, first, ”touch your toes”, where
the candidate had to start by standing still and then proceed
to bend forward and touch your toes. Second, ”walk for 2
meters”, where they are supposed to walk normally and cover
2 meters in ≤ 60 seconds while also staying within the video
frame throughout. Thirdly, ”jump as high as you can”, where
the user has to jump while also being within the frame.

Every exercise is to be completed within the restriction of
≤ 60 seconds. And after each and every task, they are to rate
what is the current status of their back on a scale of 0 - 100.
where 0 represents ”most back pain/stress” and 100 represents
”least back pain/stress”.

These 2 data, the video sequences and the ratings from
candidates are used as a single data point in the entire dataset
that is used to train and validate the custom model architecture.

97% of the total selected candidates successfully completed
the entire task and submitted the valid results for use in the
experiment. Indexes are scaled from 0 to 1 where 0 being
the best and 1 being the worst state of their condition with
proportion to volunteer’s input.

C. Landmarks detection and tracking with BlazePose

MediaPipe BlazePose [8] [12] is a real-time body pose
tracker, it is used in pose estimation and in our case in order
to get the posture of the patient with spinal cord distortion
we use BlazePose pose detector. It is light weight as it was
initially designed for light weight mobile devices. unlike other
Posenets which relies only on heat map based approaches, it
uses stacked hourglass architecture [9]. It extends the above
architecture with encoder-decoder network architecture that

predicts heatmaps of the joints and simultaneously other
encoder regresses on ordinates of the joints. Initial pose
alignment is used by the BlazePose detector, followed by
tracker that detects key points, presence of a person and
refined region of interests. BlazePose is trained on 60,000
images containing single or few people in it and 25K images
containing only single person performing different exercises.

Fig. 3. BlazePose 33 keypoint topology

As seen in Fig. 3 BlazePose topology network consists of 33
human body keypoints, which allows us to obtain very precise
data on the slight body movements.

TABLE I
BLAZEPOSE MODEL PERFORMANCE COMPARISON

Pixel 3
CPU,FPS using
XNNPack

Pixel 3 GPU,
FPS using
TFLite GPU

BlazePose lite 44 112
BlazePose full 18 69

Table I shows the performance comparison of the two
BlazePose pose tracking models: full and lite on a mobile
device (Pixel 3). As seen in the table the difference between
the two models is speed or quality. While BlazePose lite
model(2.7 MFlop, 1.3M Params) is lightweight and gives an
amazing FPS performance, BlazePose full model(6.9 MFlop,
3.5M Params) is a bit heavier than lite for more average
precision, sacrificing FPS performance in the process. Our
system will use BlazePose lite simply for FPS performance
advantage.

D. Memory Cell for Dynamic Gestures

Long Short Term Memory (LSTM) networks [6] are ad-
vanced Recurrent Neural Networks (RNN) [11] that we are
utilising for dynamic gesture recognition from temporal image
sequences. The image sequences make up a time series dataset
that acts as an input to the LSTM block. Standard RNNs face
the problem of vanishing gradient because of which they are
not able to recall long term dependencies.



Fig. 4. Spinal Health Index estimation from series of extracted features

TABLE II
LSTM VS RNN

Networks
comparison

Accuracy Image Dimension
LSTM 87% 500 1920*1080

RNN 37% 500 1920*1080

LSTM 96% 100 720*480

RNN 92% 100 720*480

As seen in Table II, RNNs have less than 37% accuracy
for a image sequence with over 120 images (1920 ∗ 1080
pixels). LSTMs are developed with the goal of learning the
long term dependencies. The LSTM block is a sequential feed
forward network architecture which outperform the RNNs by
87% accuracy while validating on a data point of 500 images.
The set of functions that define a LSTM block are described
in equations (3), (4), and (5).

Fig. 5. LSTM Block

it = σ(Wi ∗ [ht−1, xt] + bi) (3)

ft = σ(Wf ∗ [ht−1, xt] + bf ) (4)

ot = σ(Wo ∗ [ht−1, xt] + bo) (5)

Each LSTM block has three gates namely forget gate (ft),
update/input gate (it), output gate (ot) as shown in the above
Fig.5. Each gate has its own significance in functioning of the
block. Forget gate (ft) (3) decides which information is to
be excluded, it considers the output of the last LSTM block
(ht−1) and the input of the current block (xt), then passes
the output through a sigmoid function (σ) proceeding with
whether to discard the information. The input/update gate (it)
(4) decides which details to store in the cell state (ct), the
further tanh layer generates new candidate values which are
further coalesced with the the output of the input/update gate
to update the cell state (ct). Output of the block is decided
by the cell state (ct) of the block. The sigmoid (σ) function
present in the output gate (ot) (5) decides what information is
going to be passed further, resulting in final output.

And therefore, because of all the LSTM’s advantage over
RNN for these specific use case, we have opted to integrate it
instead to our custom model architecture.

IV. RESULT ANALYSIS

We are calculating Spinal Health index of people by
analysing their movements. Fig.4 demonstrates a sample of
candidates performing the task of ”walking” and how our
implemented system derives that their specific spine index.
Camera angle is fixed in a way that slant angle context of
person moments is captured. For healthy person, asymmetrical
lean while walking is usually low as compared to person
with scoliosis as seen in Fig. 4. Person with healthy back
has health index ≥ 0.1 ≤ 0.5 and constitutes to ≥ 79% of
the entire sample set. Candidates above this threshold receive
red flags and are highly encouraged to seek professional help.



Person in the 3rd row of the Fig.4 is diagnosed with minor
scoliosis and as evident from the high shoulder blade risk
prediction of index 0.7. ≥80% Unstable body movements
result in combination of problems like asymmetric lean index
between 0.6 to 0.8 and reduced axial rotation index between
0.7-0.8 hence showing high co-relation.

Object Detection techniques like SpineCNN and CordCNN
[1] on CT scan images and also detectors like STCN [4] and
histogram [3] methods like BEASF proposed in [3] used to
locate spinal cord and its dysfunctions on X-ray images do
a good job detecting the ROI but they do not give damage
estimation of the cord. The method proposed [2] requires spe-
cific alignment of the spinal cord for detection. Alternatively,
Spine posture detection is carried out in [2] by using feature
extraction on ultrasound samples and then mapping centroids
detected from triangular analysis to a linear function. The
centerline detection process employed requires the use of X-
Ray images in order to estimate the spinal cord alignments. We
use blaze pose to identify patient’s movement behaviors which
eliminate the requirement of imaging techniques like pre-
intra-op and post-op x-ray in some cases [4]. Early detection
and prediction of spinal cord health can be estimated by
the combination of back, hip, and shoulder postures. In our
experiment, ≥76% of the candidates with spinal cord disorders
(114 candidates) show characteristics of restricted natural
bodily movements like uneven shoulder blades resulting in
unstable movements and sway backs causing irregularities
while performing actions like bending down or lying down.
In order to estimate the likeliness of spine disorder or spine
injury in many cases, especially during sporting events, in
our experiment, the athlete candidate’s back injuries was
monitored, and accordingly, severity was determined quickly
with over ≤87% accuracy by monitoring athlete’s movements
and changes in bodily reflexes. In order to accurately visualize
the vertebra, techniques like binarization and density-based
estimations are used. We on the other hand use heat map-
based joint estimation to quickly get the context reducing
computational thresholds to less than ≥11ms from 643ms per
iteration and increased validation accuracy on the same dataset
from 74.3% to our method’s 98.4% .

V. CONCLUSION

With this paper we have demonstrated the possibility of
using BlazePose and LSTMS for the extraction of the user’s
spine condition. This technology can enhance diagnostic as-
sistance tools by predicting the spine’s health through var-
ious intermediary detection otherwise difficult for medical
professionals to diagnose without movement analysis. Future
work involves adding more intermediary diagnostics and larger
dataset generation methods with more scalability to people
with different medical backgrounds.
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